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Introduction

Character recognition is the task that automatically converts a scanned document into a searchable text
format. A distinction is made between OCR (Optical Character Recognition) for printed documents and HTR
(Handwritten Text Recognition) for handwritten documents. The objective of these steps is to provide a
searchable and editable version of a document. These technologies meet the needs of institutions involved in
the massive digitization of their collections, and strengthen the accessibility of documents and their
preservation.

Although the issue of OCR for printed documents remains a task considered to be largely resolved,
including for Armenian, with a wide variety of software such as Abbyy Fine Reader? (paid software),
Tesseract® (free and open source) or Calfa* (paid service) that can reach a character error rate (CER) of less
than 1%, the recognition of manuscripts or historical documents remains an open research problem. The great
variability of handwriting, the philological questions inherent to the transcription of documents, the
degradation of documents (damaged printed materials, old printed matter or damaged manuscripts), the
inconsistency of layouts or the quality of digitizations are all issues to be overcome, and that limit the
development of generic models of recognition.

Avrtificial Intelligence and pipeline for Armenian

With the rise of Artificial Intelligence however, these tasks can be overcome, provided an Al is trained
with enough representative samples of the desired task. These samples, within the framework of an HTR,
consist in documents manually transcribed and annotated according to specifications to be defined [Vidal-
Goréne, 2023]. Many datasets have been compiled in recent years, particularly for Latin [Nikolaidou, 2022]
and Arabic [Vidal-Goréne, 2021b] scripts, in order to overcome specific issues raised by scripts (e.g. Latin
scripts from the 14th century) or layouts. Concomitantly several platforms have been developed to enable
researchers to overcome the barrier of HTR on their corpus, the best-known being Transkribus [Kahle, 2017].
Nevertheless, these tools therefore require a large amount of data, the critical mass of which for Armenian is
hard to reach, owing to linguistic specificities (e.g. variants of Armenian) or paleographic particularities (e.g.
abbreviation system), and the variety of applications (e.g. ancient manuscripts, contemporary manuscript
archives, etc.). Armenian is still today considered as an under-resourced language.

Calfa has implemented Al approaches to overcome the lack of data, by creating effective specialized
layout analysis and recognition models with very few data [Vidal-Goréne, 2021a]. This results in recognition
models that can achieve more than 99% good recognition for printed matter and more than 95% for
manuscripts. For example, we have shown that on old manuscripts in bolorgir, our models prove to be more
than 97% efficient with only 3 transcribed pages [Kindt, 2022], and for more cursive Arabic scripts more than
93% good recognition with 10 pages transcribed [Lucas, 2022]°. These approaches are implemented in
particular in our services and our annotation tool Calfa Vision (freemium), dedicated to non-Latin scripts and

* This paper is an excerpt from a couple of conferences on Digitization and OCR/HTR for Armenian documents that took

place in fall 2022 in Armenia (“Heritage Preservation for a Sustainable Future” International Conference - National

Library of Armenia, and Qhinwudnnny ujppjus Uwyp Upnn U. Eodhwsth «dwsk b Pudup Uwntljubs -

Etchmiadzin).

2 https://pdf.abbyy.com/

3 https://tesseract-ocr.github.io/

4 https://calfa.fr

® Traditionally, similar approaches for printed documents require on average at least 100 transcribed pages [Strébel, 2020].
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poorly endowed languages [Vidal-Goréne, 2021a]. The pipeline implemented by Calfa is a joint work between
machine and human, the expertise of the latter remaining essential [Vidal-Gorene, 2023].
Some case studies and Results

Therefore, we achieve very specialized models (hence not as versatile) obtaining very high recognition
rate on a given task (see Figure 1). We apply them to various case studies:

« old, poor quality or damaged digitization (handwritten or printed) requiring a dedicated recognition
model;

« retrieval of specific information in a structured printed document;
« ancient and modern manuscript documents;
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« retrieval of information in an unstructured handwritten document.

Figure 1: Examples of documents targeted by specialized models. Left: Voskanian Bible (1666) with
98.67% of good recognition; center: handwritten letter from Father Trianz (1828) 98.9% good recognition;
right: the catalog of Armenian manuscripts from San Lazzaro (Venice), whose average recognition is 99.5%
with automatic content detection (manuscript title, number of pages, place of copy, etc.).

Calfa is notably involved in the processing of microfilms for the National Library of France [BnF
Datalab, 2023]. The creation of a very specialized model on a microfilm of the BnF (P191) results in a 95.1%
relevance. Although some parts of the microfilm remain illegible, the model manages to offer usable reading,
with nonetheless frequent confusion between w / . Abbreviations have not been expanded by the model, and
word separation is provided despite the fact the document looks like scriptio continua (see Figure 2).
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Figure 2: Result achieved by Calfa on the microfilm P191 (BnF) - 95.1% good recognition.

Since 2022, Calfa has been in partnership with the Mekhitarist Fathers of Venice for the processing of the
correspondences of the Mekhitarist Fathers from 1759 to 1850, in collaboration with Father Vahan Ohanian.
The objective is to automatically transcribe several thousand letters in order to speed up the editing and
publication work. They feature a wide variety of layouts and are written in cursive, highly abbreviated scripts.
For each hand, a new specialized model is produced after transcription of a representative sample. To meet the
editorial purposes of the project, models are trained to expand abbreviations, where most errors are located.
The models obtained oscillate between 95% and 99% good recognition (see Figure 3). A complete presentation
and description of the results will be carried out at the end of the project.
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Figure 3: Results obtained by Calfa on Hurmuz, 1848, Mekhitarist Congregation, 99.01% good
recognition.

Conclusion

OCR and HTR technologies are now sufficiently mature to be implemented in the preservation and
promotion process of institutions for their collections. The massive digitization of documents, a dynamic in
which Armenian institutions such as the Fundamental Scientific Library of NASRA®, the National Library of
Armenia, the Mekhitarists of Vienna (with the support of the Gulbenkian Foundation and the Fundamental
Scientific Library) and worldwide institutions participate actively, now provides access to a whole section of
Armenian history and literature. Even though imperfect, the results achieved by OCR/HTR technologies are
precise enough to allow for their integration into searchable databases, increasing their accessibility and
contributing to the sustainability of heritage. Text recognition is not a goal in itself but a step in the creation
of a digital heritage and its exploration through digital humanities.

Calfa is a company, based in Paris, and specialized in the automatic processing of Oriental languages
(OCR, HTR, text analysis). It develops tailor-made OCR / HTR models and supports heritage institutions in
their digitization projects. To find out more about Calfa, the projects carried out and its commitment to

heritage: https://calfa.fr.
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WUoNenrur

Owuphljulwi munwdwwsnidp (OCR) b dknwghp wnkpunh gmuwsnidp (HTR) wydd wun-
puuwn ki gnpswpuw hwykpkuh hwdwp: Uju nbkutninghwt jupnn Ewywhndb) thwunwpnpbph
wih pupap wpdlnpnid’ wypwhmbjng pupbjudyus hwuwibjhnipnil, oguugnpstyny, ophliul,
pwtiwh puntpny npnund b Yupnn E phjungpl) pyughtt gqpunupuuitph tnp dwpunwhpwydbpbkp:

Qtnigdut btyyuwnwl £, ukpljuyugttiny hwyng (kqyny mbkpunbtph dmtwsdw gnpéplpugh
dudwiwul] wmnwowugws dwpunwhpuytputpp, gnyg nw dudwtwljuljhg htwpwynpnipnibubpp:
Chonwunpnudt wpybknt t dknwghp wipjuhyh, htugnyt dkpwgpbph b htwnhwy gpptph hwdwnp
Quippuh Ynnuhg dpulfws nkpininghuyhb: ‘

Uttp Jubkpyuyugukup dbp dEjuwpwnipmniuubpp bpkp pupwghly twhwgstph dkutnplh
Uhhpuput vhwpwinipjut huyjuljut dknwgptph gpugniguljh, 22 @UU hhdtwpwp gpunw-
nuh ptipptph, Uuhpuput dhwputnipjut winudtbph huyjuljut twdwlutph yepudowldut
Jhpwpbpuy: Yuidwgh Ynndhg Yhpunynn dbpnpupwuinippniut wywhnymd b dkpwghp thwu-
nwpnprhnh wnuyk) put 98%-h b nywghp hwunwpnpeinh wnwyt] put 99,9%-h Logpuinipintup:
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